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Motivation



Robots would be great



Robots don’t understand the world



Supervised data is expensive



Robots should explore by themselves



How can the robot learn human concepts?

?



How can the robot learn human concepts?



Problem statement



Interpretable

reinforcement learning



Procgen



Object-based reinforcement learning



Goal: add an object detector

Image → Object detector → Objects → RL



Approaches



1. Use a pretrained vision model (Detectron)

Original



1. Use a pretrained vision model (Detectron)

Optical flow Object detectorOriginal



1. Use a pretrained vision model (Detectron)

Optical flow

No objects 

detected
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2. Self-supervised learning



2. Self-supervised learning

a) Represent image as an array of object vectors



2. Self-supervised learning

b) Represent image as a list of (object category, object mask)



2. Self-supervised learning

● Unreliable

● Encoder misses small objects

● Ignores task context

Original

Mask

Reconstruction



Approaches

(part 2)



Maybe we can add indirect biases



3. Model agent-object interactions



3. Model agent-object interactions



4. Add a channel bottleneck

● Prior: only a few object types

● Prior: true dimensionality is much lower



Experiment

● Train with 40 object textures

● Test on 6 new textures

● Same dynamics: agent needs to collect good objects and avoid bad objects

Good objects Bad objects



Final method



Idea: categorize objects



Sanity check

● Ground truth categories improve agent performance



Architecture



Discretization

Vector quantization



Discretization

Softmax annealing



Discretization

Pass-through gradients



Encoder



Encoder

● U-Net paper



Encoder



Encoder

● Resnet performs just as well



Results



Latents

Input Our method Continuous encoder



Latents



No significant impact on performance



Ablation

● What if we use a reconstruction loss?



Ablation

● What if we use a reconstruction loss?



Correcting mistakes

Original

Grapes = good



Teaching new objects



Transferring textures



Transfer



Transferring games
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Output



Conclusion

Code: github.com/allenz/interpretable-rl


